
The natural stability of ‘unnatural’ morphology 

Models can serve as powerful tools for uncovering how a simple change process may lead to 
striking emergent outcomes [1,2], and likewise, how small revisions in assumptions can lead to 
dramatic shifts in how a system is predicted to behave [3]. Here we use simple modelling to 
demonstrate that analogical changes in inflectional systems can be expected to have a 
particularly counterintuitive, yet empirically well-supported, long-term effect: namely, 
inflectional classes’ and stem alternation patterns’ resilience against levelling, even as they 
undergo constant analogical change [4]. We first underscore why this resilience is so surprising. 
Next, we explain why analogical reasoning in inflectional systems is expected to trigger changes 
based not only on similarity but also on dissimilarity. Finally, we implement the predicted 
change processes in a simple iterated evolutionary model and show that their long-term 
consequence is to support not only the ongoing coalescence and coherence of morphological 
classes but also their resistance to complete collapse and levelling.  

In inflectional systems, idiosyncratic morphological class systems such as inflectional classes 
and stem alternation patterns are empirically ubiquitous [5, 6] yet they present a stark 
theoretical challenge. Relative to their absence, these systems (i) incur a learning cost [7], yet 
(ii) offer no clear functional benefit [8]. Given that they are constantly undergoing analogical 
changes [4], standard evolutionary logic predicts that they ought to disappear—and indeed, 
early modelling work has implied this conclusion [9,10]. Yet in real languages and families, 
stem alternations and inflection class systems routinely persist across millennia, even as other, 
more functionally motivated inflectional phenomena collapse and fade. So, what makes these 
systems so resilient? 

Recent work in experimental and computational psychology [11] has emphasised that 
inferential reasoning occurs within an inductive context, which is appropriate to the situation 
at hand, and which shapes the inferences that are more or less likely. For instance, people 
reason differently when items are related by physical distances, versus via a taxonomic tree. 
Carefully applying the notion of inductive context to inflectional systems reveals a significant 
implication: analogy is expected to licence both similarity-enhancing and dissimilarity-
enhancing inferences. When these two types of inference are implemented in an iterative 
model, they give rise to two dynamic forces: one of attraction and one of repulsion. As in many 
attraction-repulsion systems in nature [12,13], this dynamic leads the system to self-organise 
into areas of internal coherence (i.e., morphological classes) while maintaining difference 
across them (i.e., avoidance of total levelling). 

In conclusion, inflectional classes and other ‘morphomic’ categories [14, 15] have long been 
held in suspicion within certain theoretical circles [16], and have even earned the label 
‘unnatural’ [17]. On the contrary, however, here we demonstrate that they are natural 
phenomena par excellence: they are natural (emergent) outcomes of natural (rational) 
inference, and they just so happen to be naturally tenacious survivors of aeons of unceasing 
analogical change. 
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