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1 Introduction

To what extent do firms’ expectations impact current decision making? According to theory,

expectations should have a first-order effect. Expectations about the business cycle take center

stage in modern macroeconomic theory according to which firms decide on production, investment

and hiring as well as on prices in a forward-looking manner (e.g., Kydland and Prescott 1982;

Lucas 1973; Mortensen and Pissarides 2009; Woodford 2003). This, in turn, is essential for why

and how cyclical impulses propagate and how policy announcements shape economic outcomes

(e.g., Del Negro et al. 2012; Eggertsson and Woodford 2003). Yet at an empirical level the system-

atic exploration of how expectations impact economic decisions and hence economic outcomes

is still in its infancy. Arguably, two major difficulties are to blame. First, expectations are not

directly observable. Second, expectations are responsive to changes in the economic environment;

identifying a causal effect of expectations on economic decisions is therefore challenging.

In this paper, we take up the issue by exploiting a particular data set and a novel identification

strategy. Specifically, our analysis is based on the EBDC Business Expectations Panel (BEP),

maintained by the LMU-ifo Economics & Business Data Center (EBDC) in Munich. Our sample

comprises monthly observations for the period 1991–2016. In each month, more than a thousand

German firms report their expectations regarding future production in a qualitative manner: it

may increase, not change, or decrease. Similarly, firms report expectations about business cycle

conditions. The survey is the basis for the ifo business climate index, a widely-observed leading

indicator for economic activity in Germany (Becker and Wohlrabe 2008). In addition, the BEP

contains a rich set of observations for each firm. These include a large range of measures that

capture the economic and financial conditions under which firms operate.

We exploit these data in order to identify the causal effect of firm expectations on their

behavior, notably in terms of production and price setting. For this purpose, we match firms on

the basis of fundamentals and compare price-setting and production decisions of firms that have

the same fundamentals but differ in their views about the future. Formally, we estimate a probit

model and match optimistic and pessimistic firms, in turn, with neutral firms on the basis of

their propensity scores (Rosenbaum and Rubin 1983). Intuitively, we consider “optimism” and

“pessimism” as a treatment that is randomly assigned across firms with the same fundamentals:

we estimate the average treatment effect on the treated by comparing the behavior of treated and

non-treated firms with the same probability of being treated.
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We find that expectations have a significant effect on production and prices. In the impact

period the probability of optimistic firms to raise production is 15 percentage points higher than

those of neutral firms. Similarly, we also find that optimistic firms are considerably more likely to

raise prices. For pessimistic firms we find an opposite effect of about the same magnitude—they

are more likely to reduce production and prices.

These results are consistent with two distinct hypotheses regarding how expectations impact

economic decision making. Under the first hypothesis, expectations that are orthogonal to current

fundamentals are not necessarily orthogonal to future fundamentals. Put differently, expectations

represent genuine information (“news”) about the future that is not yet reflected in current

fundamentals. Under this interpretation, expectations matter as a transmission channel, but not

as an exogenous source of variation. A number of influential contributions suggest that news is

indeed an important source of business cycle fluctuations (Barsky and Sims 2012; Beaudry and

Portier 2006; Schmitt-Grohé and Uribe 2012). Yet these studies provide only indirect evidence

on the role of expectations as news. In contrast to our analysis, they do not exploit expectations

data directly.

Under the second hypothesis, changes in expectations are fully exogenous and different labels

are used to capture this notion, such as “noise,” “sentiment,” or “animal spirits”.1 In this spirit,

a number of recent contributions have put forward modern models of the business cycle in which

“noise shocks” play a key role (Angeletos and La’O 2013; Lorenzoni 2009). But, again, these

contributions also also do not exploit expectations data directly. Instead, they only show that

noise helps quantitative business cycle models to account for key features of aggregate time-series

data.

The unique nature of our data set allows us to test the two hypotheses directly. For not only

do we observe firm expectations regarding future production and business conditions, we also

observe actual production and business conditions. We are thus able to construct a measure of

firms’ forecast errors and identify firms whose optimism or pessimism turns out to be incorrect

or “undue” from an ex-post point of view (Pigou 1927). In the second step of our analysis we

therefore match, in turn, incorrectly optimistic and pessimistic firms with ex-ante neutral firms.

We find that incorrectly optimistic firms are also relatively more likely to raise output and prices.
1According to Keynes, animal spirits are “a spontaneous urge to action rather than inaction”, which

drive economic decisions beyond considerations based “on nothing but a mathematical expectation”
(Keynes 1936, pp. 161–162).
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In a third step, we quantify the contribution of incorrect optimism and pessimism to aggregate

fluctuations. For this purpose we compute an aggregate measure of incorrect optimism and

pessimism in our population of firms. Specifically, we use an ordered probit model to measure

the extent of optimism and pessimism at the firm level and classify such sentiment as incorrect

whenever we observe a forecast error ex post. Finally, we aggregate across firms and project

macro variables of interest on the resulting time series of incorrect optimism and pessimism. We

find that optimism in particular causes industrial production and prices to rise.

Our paper relates to studies that focus on the expectation formation process. Coibion and

Gorodnichenko (2012, 2015) document the presence of information rigidities on the basis of data

from professional forecasters. More recently, Coibion et al. (2018a) exploit a survey of New

Zealand firms. There is also work on expectation formation based on the ifo survey. An early

study by Nerlove (1983) finds evidence in support of an adaptive expectations model. More

recently, Bachmann and Elstner (2015) show that at most one-third of the firms in the ifo survey

systematically over- or underpredict their production growth one-quarter ahead. Massenot and

Pettinicchi (2018), in turn, identify various factors which account for forecasting errors of firms

in the ifo sample.

Very few studies investigate empirically how expectations measured by survey data impact

economic decision making. An exception is Boneva et al. (2018). They study expectations of firms

in the UK and focus on price-setting decisions. Specifically, they find that survey expectations

about inflation feature significantly in an estimated version of the New Keynesian Phillips curve.

Coibion et al. (2018b) use a survey of Italian firms to estimate the effect of decision makers’

inflation expectations on firm decisions. Bachmann and Zorn (2018) use ifo data to study the

drivers of investment and find, among other things, a role for firm expectations. Gennaioli et al.

(2015) analyze the Duke University quarterly survey of Chief Financial Officers and show that

firm investment is explained by CFOs’ expectations of earnings growth.

The remainder of the paper is structured as follows. The next section details our data and

provides some descriptive statistics. Section 3 describes the estimation approach and the results

of the first step of our analysis. In Section 4 we zoom in on the transmission channels of firm

expectations and distinguish between firms with and without forecast errors. Afterwards we

quantify the aggregate effects of firm expectations on the basis of local projections. Section 6

concludes.
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Figure C.3: Variance ratio of residuals, before and after matching

(a) Correct optimists (b) Correct pessimists

(c) Incorrect optimists (d) Incorrect pessimists

Notes: Ratios below 0.8 and above 1.25 (dashed lines) are considered “of concern”; ratios below 0.5 and above 2 (grey
solid lines) are considered “bad” according to Rubin (2001).
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D Sensitivity analysis for Sections 3 and 4

Table D.1: Aggregate results with alternative use of balance sheet data

Optimists Pessimists

Dep. variable: Production Prices Production Prices
ATT 0.170*** 0.026*** -0.175*** -0.029***

(0.006) (0.004) (0.006) (0.005)
Observations 120754 120802 116470 116548
Standard errors in parentheses. * p < 0.1, ** p < 0.05, *** p < 0.01.

D.1 Alternative use of balance sheet data

As discussed in Section 2 the survey data has a different frequency than the balance sheet
data. In our baseline setting we use the most recently published balance sheet data to
estimate the debt share and financing coefficient in each month. This implies that in the
months before a new balance sheet is published we use information which is almost one
year old. We use this approach to avoid including any future information which is not
yet available to firms at the time expectations are formed. However, one may argue that
firms become aware of changing fundamentals already ahead of the publication of the
new balance sheet. We therefore now propose an alternative method to link the annual
balance sheet data to the monthly survey data. Specifically, for the six months following
the publication of the balance sheet we use the most recent report as before. However, for
the next six months until the new balance sheet is published we use the new data. This
means that we always use the balance sheet data with the publication date closest to the
respective month.

Table D.1 shows that changing the method for allocating the balance sheet data barely
affects the results. Given that we only use two balance sheet variables in the probit
regressions determining the propensity score this is not very surprising. Nevertheless, it is
reassuring that our estimation is robust in this regard.

D.2 Alternative matching method

In order to ensure our results are not affected by our choice of matching algorithm, we
implement an alternative algorithm as described in Lechner et al. (2011). These authors
propose a radius (or caliper) matching procedure which includes weighting proportional
to the distance of the match and a bias adjustment.

Specifically, the algorithm first selects all nearest neighbors in terms of the propensity
score and potentially other variables (in the latter case using the Mahalanobis distance)
without replacement. In our case we use the propensity score from the simple probit
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Table D.2: Aggregate results with alternative matching procedure

Optimists Pessimists

No bias corr. Bias corr. No bias corr. Bias corr.

Panel A: Production (change in current month)
ATT 0.172*** 0.172*** -0.174*** -0.174***

(0.007) (0.007) (0.007) (0.007)
Observations 135170 135170 131656 131656

Panel B: Prices (change in current month)
ATT 0.027*** 0.027*** -0.037*** -0.037***

(0.005) (0.005) (0.006) (0.006)
Observations 135170 135170 131656 131656

Standard errors in parentheses. * p < 0.1, ** p < 0.05, *** p < 0.01.

regressions described in Section 3.1 and the month as an additional variable. The latter
is done to ensure comparability to our matching procedure. In a next step the radius
is computed as a function of the maximum distance within a matched pair in step one.
Using this radius additional matches are selected if they are within the radius around the
respective observation. This matching step is done without replacement, i.e. untreated
observations can be matched to different treated observations. Weights are computed as
the inverse of the distance between the untreated and treated observations in a match.

Finally, a regression bias adjustment is implemented by regressing the outcome variable
on an intercept, the propensity score, the square of the propensity score, and any further
variables used to define the distance. The regression is done only for the matched untreated
observations using the weights obtained from matching. Using the regression coefficient
one then predicts the potential outcome under no treatment for all observations. The
difference between the weighted mean of the predicted outcome in the untreated group
and the mean of the predicted potential outcome in the treated group is the estimated
bias. This bias is then subtracted from the estimated ATT. The variance is computed
analytically.

This approach differs from our matching algorithm because the radius is determined
endogenously, the weights are proportional to distance, matches can be from different
months (albeit only from close months because we include month as an additional distance
measure), and finally there is regression adjustment. We implement this procedure using
the STATA code provided by Huber et al. (2015). For simplicity we use their default
settings. The results can be found in Table D.2. Using this alternative matching procedure
does not affect our results substantially. Compared to our baseline specification in column
1 of Table 4 results only differ at the third digit. The largest difference is observed for
prices of pessimists: -0.036 compared to -0.031 in the baseline. Reassuringly the bias
adjustment also does not have any effects up to three digits. This implies that using a
more simple matching procedure with no bias correction is valid in our data set.
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