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Introduction

During the last two decades, the role of internet users changed dramatically. 
While they were mostly passive content consumers before, they are now con-
sidered proactive data producers. This phenomenon is summarized by the term 
“Prosumer” (Ritzer & Jurgenson (2010) and gets facilitated through major 
technological advancements such as ubiquitous access to the mobile Internet 
and a widespread use of smartphones equipped with positioning and sensing 
capabilities. These outlined developments do not just happen recently, but trace 
back to the much older development around the so called “Web 2.0” (ITU 2014). 
In geospatial terms, these developments are well reflected by Mike Goodchild’s 
popular definition of ‘Citizens as Sensors’ (Goodchild 2007), where ordinary 
people capture and disseminate “Volunteered Geographic Information (VGI).” 
Haklay further puts this development into broader context and rather coined 
the term “GeoWeb” (Haklay et al. 2008). OpenStreetMap (OSM) is probably 
the most prominent example of VGI.

Projects like OSM provide a well-defined data capturing protocol as well as a 
clear mission regarding their contributed contents. In contrast, data originating 
from online social networks (another source of VGI) is way more heterogene-
ous and diverse. At the same time, however, it may also provide high levels of 
semantic detail and is generated by a larger number of users. Consequently, it 
gained the interest of various research disciplines. These range from sociology 
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toward linguistics, and of course geography and GIScience. The latter one is 
facilitated by the fact that a great deal of information contributed to social 
media is geotagged. Thus, the remainder of this chapter focuses on the spatial 
aspects of social media, and potential applications that can be derived from this 
kind of data.

Section A highlights the general potential of social media analysis for inves-
tigating social phenomena. We do that by outlining selected case studies from 
the exemplary field of human mobility analysis. These have demonstrated the 
usefulness of social media for investigating mobility patterns as well as human 
spatial behavior. Section B then provides an overview of several different appli-
cation domains of social media analyses, with a particular focus on Twitter. 
Finally, Section C discusses some technical issues of established spatial analysis 
methods and their application to social media data. We conclude the chapter by 
summarizing its different parts. We further provide recommendations regarding 
future areas for GIScience research on social media data.

Utilization of social media data for investigating urban 
environments

The spatial and social structures of a city as well as the dynamic nature of human 
activities result in certain collective and individual human behavior patterns. 
Social media data can help to “sense” this type of information from urban envi-
ronments in an in-situ manner. GIScience research thereby is focused on the 
overall question how corresponding spatiotemporal patterns from ubiquitous 
sensor networks and heterogeneous data streams can be explored, extracted, 
validated and aggregated. In turn, such information might enable us to sense 
everyday spatial processes and to gain knowledge about urban environments, 
especially with respect to collective human dynamics. The study of these issues 
has become one of the primary objectives of GIScience (Giannotti & Pedreschi 
2008).

The information originating from social media messages (e.g., Tweets in case 
of Twitter) may contain spatial, temporal and semantic attributes. Considering 
these dimensions, social media can be considered as a (partial) proxy of real 
world happenings. However, space, time as well as semantics are influenced by 
each user’s individual perception of the surrounding space. It is thus important 
to figure out ways to circumvent these issues for gaining trustworthy and objec-
tive information from these data sources.

The following short paragraphs outline case studies in which a range of GIS-
cience researchers has drawn human mobility and urban study related knowl-
edge from Twitter. We group these studies in accordance to their underlying 
research goals. The listed paragraphs thus provide the reader a quick overview 
of both the types of studies that have been conducted as well as methods and 
outcomes.
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Mobility and social behavior. Studying the social dynamics of a city remains 
a challenging endeavor, which has recently been carried in a qualitative man-
ner. Thus, social media might be a promising source of information in order 
to provide a better understanding of social dynamics within urban environ-
ments and resulted in various research efforts. Regarding the analysis of collec-
tive human mobility and activity patterns from social media, Cho et al. (2011) 
investigate social ties and their influence on human mobility patterns by com-
paring social media check-in data and cellphone location data. They found a 
stronger association of social network ties influencing long-distance travel than 
short range spatially and temporally periodic movements. Within the observed 
Twitter user pattern, Lee & Sumiya (2010) study user behavior by measur-
ing geographic regularities and detecting geo-social events through identify-
ing Regions of Interests (RoI). Another approach conducted by Noulas et al. 
(2011), Cranshaw et al. (2012) and Kafsi and Cramer (2015) is the identifica-
tion of characteristic neighborhoods, collective movement patterns and social 
ties within certain user communities from Foursquare and other Social media 
data. In a similar approach for Twitter, Li et al. (2014) measure the spatial dis-
persion of users in a community and their trajectories. Hawelka et al. (2012) 
aim to further empirically validated the observed human behavior patterns and 
found a correlation between the conducted Twitter census and economic key 
figures. Furthermore, Li et al. (2013) explore spatiotemporal patterns of Twitter 
and Flickr data and investigated a relationship between socioeconomic charac-
teristics of people who are generating social media posts in the US.

Mobility and underlying urban structures. The exploration of the relation-
ships and the impact of urban structures on human mobility is an interesting 
study area for social media researcher. Wakamiya et al. (2011) investigate tem-
poral patterns of crowd behavior over Japan by spatial partitioning Tweets in 
order to extract urban characteristics. On a smaller scale several studies investi-
gate the connection with extracted urban activities from social media and their 
connection with the underlying urban structure. Kling et al. (2012) were able 
to detect spatiotemporal clusters of frequently occurring urban topics in New 
York. Furthermore, Ferrari et al. (2012) also work with georeferenced Tweets 
and a semantic probabilistic topic modeling approach to automatically extract 
urban patterns from location-based social networks. The study concluded that 
extracted urban motion patterns and identified hotspots in the city allow the 
inference of crowd behaviors that recur over time and space. A similar approach 
by using Foursquare data by Cheng et al. (2011) and Hasan et al. (2013) also 
resulted in the characterization of urban human mobility and activity patterns. 
Andrienko & Andrienko (2013) correlated the spatiotemporal clusters of key-
word based filtered georeferenced Tweets of places where people Tweet with US 
population densities. The results have shown strong correlations between the 
observed Twitter distribution and census data, suggesting that social media is a 
reliable proxy for the inference of mobility patterns. One further application is 
to derive intra-urban events showing distinct mobility patterns over time. This 
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spatiotemporal movement has proven to reflect typical mobility behavior in the 
underlying urban structures (Steiger, Westerholt, et al. 2015).

Mobility and human activities. Several studies infer individual and collec-
tive human daily activity patterns by analyzing crowdsourced information, 
such as taxi trip records (Liang et al. 2012), GPS traces (Azevedo & Bezerra 
2009) (Jiang, Yin, & Zhao 2009) or mobile phone records (Candia & González 
2008) (Gao 2014). Consequently, a large literature body also focus on study-
ing human mobility and activity pattern from social media data. Krumm et 
al. (2011) estimate individual home locations of heavy Twitter user and apply 
machine learning algorithms to classify and predict individual travel behavior. 
Jin et al. (2014) developed a method to infer users’ mobility patterns from 
check-ins in Foursquare. Coffey & Pozdnoukhov (2013) go one step further 
and semantically annotate mobility flow datasets with activity information 
and trip purposes from Tweets. Similarly, Wu et al. (2015) utilize social media 
to annotate the location history of mobile phone users for the characteriza-
tion of certain social activities. Focusing on the content of Tweets, Grinberg 
et al. (2013) proposed a method to detect semantic patterns to infer clusters 
of users’ real world activity. Gao (2014) developed a probabilistic approach 
to make place recommendations based on the users’ geo-social circles, as 
extracted from Foursquare. In another study, the authors estimate spatiotem-
poral mobility flows from Twitter for the area of greater Los Angeles to infer 
origin- and destination trips (Gao et al. 2014). Results have shown similar pat-
tern when comparing with community survey data. In a previous study we 
introduced a semantic and spatial analysis method (Steiger, Lauer, et al. 2014), 
through which we were able to extract geographic features from uncertain 
Twitter data and have shown that observed clusters correspond to landmarks, 
such as highly frequented squares and major transportation hubs. A further 
investigation revealed similar semantic layers that represent collective human 
mobility flows in co-occurrence with underlying social activity (Steiger, Eller-
siek, et al. 2014) and could thus lead to new insights in characterizing urban 
mobility. 

Future research recommendations

Further research needs to be conducted to assess the reliability of social media 
datasets. It also must be noted that the data collected from wireless devices are 
influenced by GPS/WIFI inaccuracy issues (Zandbergen and Barbeau 2011). 
Moreover, users can individually choose to share their precise location to a 
Tweet or just a general location information (such as a city or neighborhood). 
This resulting location uncertainty leads to imprecise location information of 
geotagged Tweets(Li et al. 2011). 

Within the semantic attribute one must consider that the containing infor-
mation may relate to events in the past, present or even future (Sengstock and 
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Gertz 2012). Principally the text corpora as such in social media posts are rela-
tively sparse and vague. It may also be fairly ambiguous and hence observed 
phenomena may only be a weak indicator of a real world event. This uncertain 
semantic knowledge is a result of the fact that people using Twitter have indi-
vidual motivations to post information and their main intention is to primarily 
serve their own communication needs. One further typical characteristic of 
social media is that users do not post equally distributed in geographic space 
and time leading to a heterogeneous dispersion of posts. Jatowt et al. (2015) 
further assess these varying temporal patterns and dynamics within social 
media. Furthermore, georeferenced social media posts only represent a small 
fraction of the overall available data. Not all user groups use all types of social 
media platforms similarly, which produces a potentially strong socio-demo-
graphic bias (Longley and Adnan 2015). Last, the application of spatial and 
semantic methods themselves creates uncertainties, since the distribution of 
specific geographic phenomena and their semantic complexities within Tweets 
are not known beforehand (Westerholt et al. 2015). Hence, it is important to 
compare and validate results with other acquired sensor data.

Conducting further research in this area however will be worthwhile, since 
study results may provide new additional insights into the complex human-
sensor-city relationship at a much more fine-grained spatial and temporal level 
than before. New knowledge gained from this research will provide a better 
understanding of individual and collective human behavior within urban envi-
ronments and may assist stakeholders and decision makers in their planning 
processes.

Application Domains of Social Media Analyses

Location-based social networks (LBSN) (Roick and Heuser 2013) offer a vast 
amount of voluntary content. The investigation of human activities in location-
based social networks is one promising example of exploring spatial structures 
in order to infer underlying spatiotemporal patterns. Twitter for example is 
more and more recognized by numerous research domains. In particular it 
provides an opportunity for GIScience to understand geographic processes and 
spatial relationships comprised in social networks. Summarizing the current 
state of research concerning the application for spatiotemporal analyses, one 
outcome of a previously conducted systematic literature (Steiger, Albuquerque, 
et al. 2015) revealed that Twitter analyses are mainly focused on the spatiotem-
poral classification and detection of events. Principal investigated application 
domains are:

Event Detection. To detect events, researchers are currently looking for spa-
tial, temporal and semantic patterns within Twitter. In this respect peo-
ple act as a social sensors for events (Yardi and Boyd 2010, Chae et al. 
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2012). Disaster- and emergency management as one event detection sub-
field has been the primarily identified application in nearly a third of all 
reviewed studies (Sakaki et al. 2010, Murthy and Longwell 2013, Crooks 
et al. 2013). Further research has been conducted on utilizing Twitter in 
traffic management. This can be found in 14% of reviewed studies (Kosala 
and Adi 2012, Wakamiya and Lee 2012, Lenormand et al. 2014). Another 
area which seems to be quite popular is research on Twitter data for dis-
ease/ health management adding up to another 5% of the reviewed studies 
(Lampos and Cristianini 2010, Veloso and Ferraz 2011, Sofean and Smith 
2012). A famous example is the derivation and prediction of information 
on infection sources and the spreading of an illness from Twitter messages 
(Culotta 2010, Collier et al. 2011). One prominent example is earthquake 
detection from Twitter data (Longueville et al. 2010, Zook et al. 2010). 
This has been successfully accomplished in a number of studies correlat-
ing results with official earthquake sensor data (Tapia et al. 2011, Thom-
son et al. 2012). Sakaki et al. (2010) have developed an algorithm that uses 
Twitter to calculate earthquakes’ epicenters and the typhoons’ trajectories. 
Moreover, situational information can be derived from location-related 
short messages to coordinate emergency responses (Vieweg et al. 2010). 
Also in the context of disease and health management similar outcomes 
have been derived. Tweets showing disease incidents have shown simi-
lar spatiotemporal distributions as those in with official reports. With 
these studies research has proven the trustworthiness and a high level of 
representativeness of Tweets throughout different application domains 
(Albuquerque et al. 2015).

Location Inference. Locations of users within social networks can be inferred 
or even predicted with the help of direct or indirect geolocation informa-
tion derived from the provided metadata or from the semantic content 
(Kinsella et al. 2011, Hong et al. 2012, Hiruta et al. 2012). The geographic 
accuracy could be increased by extracting the textual information from 
the Tweet or from the metadata itself. For example, Lamprianidis and 
Pfoser (2011) have extracted locations and their names from Flickr pic-
tures by clustering user-generated data points associated with geo-refer-
enced pictures. Kelm et al. (2013) discusses various methods to extract 
place names from textual data from articles, posts or tags in geo-social 
networks, including place name gazetteer and statistical language mod-
eling. Some methods follow an opposite approach and infer the location 
of a feature from implicit location information. Serdyukov et al. (2009) 
model the probability that a group of tags be assigned to a location. Sim-
ilarly, (Gallagher et al. 2009) used location probability maps generated 
from tags for the same purpose. Van Laere et al. (2010) have pursued the 
same goal using k-medoids and Naive Bayes clustering methods. Some 
approaches focus on inferring a user’s or a group of users’ location. Cheng 
et al. (2010) have proposed a probabilistic method to determine users´ 
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location from the content of their Twitter messages. Other authors have 
proposed to use the location of users´ friends to achieve the same goal 
(Backstrom et al. 2010). Stefanidis et al. (2013) have proposed a frame-
work to harvest ambient geospatial information from social media feeds 
to locate social hotspots or to map social networks in a given geographical 
area. Ajao et al. (2015) summarize the broad range of available techniques 
applied to infer direct and indirect location from Twitter messages and 
social media users.

Geo-Social Network Analysis. Another important domain of research is 
social analysis which investigates relationships of individual users within a 
social network (Wu et al. 2011, Cranshaw et al. 2012). Geo-social network 
analysis seeks to identify the structure of social networks and their distri-
bution in geographic space (Scellato and Mascolo 2010, Lee and Sumiya 
2010). Social ties may feature distinct spatial distributions enabling spati-
otemporal analyses. These distributions can help finding collective social 
activities and ultimately understanding geographical processes. A subfield 
of geo-social network analysis are sentiment and emotion analysis (Wang 
et al. 2012, Quercia et al. 2012). This field of research also offers a great 
potential for GIScience in the context of extracting contextual emotional 
information within urban and rural environments. One promising fur-
ther field of research within social analysis which should be mentioned is 
urban planning and management which also could benefit from the rich 
data found in location based social networks such as Twitter. In the con-
text of disaster management, several studies aim to infer the social dimen-
sions within certain geo-located communities in twitter during disaster 
events (Conover et al. 2013, Bakillah et al. 2014). 

Future research recommendations

Social Media data for research has proven to be a valuable source, as it not only 
comes for free, but also features a high spatiotemporal resolution. This kind of 
data especially enables possibilities to find spatial patterns and events which 
can help validating existing information sources. One identified main research 
gap is the exploration of human spatial behavior (Miller & Goodchild 2014) 
in order to gain knowledge about the underlying geographic processes and 
dynamics. Furthermore, the current research foci allow to transfer established 
methods from various disciplines (e.g. Computer- and Information Science, 
Social Science etc.) into other disciplines and enhancing new applications. As 
one example, more use of computer linguistic approaches to leverage knowl-
edge from textual information, combined with methods for spatiotemporal 
analysis from computational sciences could lead to new insights within spe-
cific geographic application domains, such as disaster management or human 
mobility analysis.
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Spatial Analysis of Social Media Feeds – Challenges  
and Approaches

The primary goal of spatial analysis is to explore structures within spatial data. 
This typically involves tasks like finding clusters on a map or figuring out distri-
butional characteristics of data. One theoretical field underlying spatial analysis 
is spatial statistics. This field provides the basic principles that are underlying 
many spatial analysis problems. Key to this field is identifying spatial correla-
tions, and thus hints on systematic patterns in geographic data (Fischer & Getis 
2010). Respective methods and techniques are thus useful tools for gaining 
geographic insight into social media data.

The spatial analysis of social media data is typically conducted in an explor-
atory manner. This is due to lacking knowledge about potential underlying 
spatial processes, and thus about social media messages and their dispersal in 
geographic space in general. Useful tools on that regard are the K-Function 
(Ripley 1976) (purely geometric) and the mark correlation function (Stoyan & 
Stoyan 1994) (attribute values), both originating from spatial point pattern 
analysis. These methods allow identifying significant geometric clustering 
and regularity within stochastic point patterns. When the geometry is fixed 
(or rather treated as such) spatial autocorrelation statistics like Moran’s I 
(Moran 1950, Cliff & Ord 1973) and hot spot statistics like Getis-Ord’s G sta-
tistics (Getis & Ord 1992, Ord & Getis 1995) are suitable alternatives. These 
assess the degree of randomness within georeferenced attributes associated to 
units on a fixed geographic layout. In fact, many of the latter are essentially 
identical to different variants of the mark correlation function (see, e.g., Shi-
matani 2002). Thereby, Moran’s I tests for correlations between neighbored 
observations across space, while G separates between extremal values (i.e., 
high and low).

As mentioned earlier, thorough spatial knowledge about social media data-
sets is typically lacking. Consequently, analysts oftentimes proceed with a trial-
and-error approach when parameterizing the methods mentioned above. It is 
common practice to apply these techniques to different scales. The goal then is 
to sort out that scale at which patterning seems to be most pronounced. How-
ever, the techniques mentioned so far were designed long before the appear-
ance of social media and similar kinds of user-generated data. The idea of the 
following two sections is thus to briefly reflect differences between social media 
and more traditional data, and to give some recommendations with respect to 
the spatial analysis of these.

Potential issues and pitfalls

The issues presented in the following are likely to occur when analyzing social 
media feeds with established methods from spatial analysis. It is important to 
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note that social media feeds provide a mixture of indications from different 
real-world (and also some solely virtual) phenomena. This is due to the autono-
mous manner in which the data is being collected. Users can contribute any 
type of content from any place at any time. Such a mixture might be benefi-
cial in terms of the wealth of contained information about the users’ everyday 
lives. However, it also imputes some critical problems when it comes to spatial 
analysis. Probably the most trivial yet critical among these is the mere mixture 
of information as such. Any attribute which is derived from social media is 
highly likely to include information from several different real-world phenom-
ena. Analyzing social media therefore comes at the risk of drawing conclusions 
about a mixture population that might not exist in reality. In most circum-
stances this is not desirable, since it does not lead to reasonable insight about 
any real-world process. One way to overcome this problem would be an accu-
rate a priori semantic separation. However, that is a non-trivial task on its own 
right given the colloquial language used in corresponding messages.

Another issue with social media data is the implicit subjectivity that is per 
se introduced by the notion of “humans as sensors” (Goodchild 2007). One 
implication from that concept is the diversity at which people perceive environ-
ments (see also Section A). Similar phenomena might lead to varying responses 
among different users. This inevitably leads to an increased difficulty in analyz-
ing the semantics (i.e. the attribute value) of the observations; and thus to a 
potential misclassification of phenomena. The implication of that for spatial 
analysis is crucial: techniques such as measures of spatial autocorrelation or 
spatial regression techniques are based on both, spatial characteristics as well 
as the attribute values. Consequently, spatial analysis techniques might end up 
in spurious results when the analyst fails controlling such effects.

The analysis of social media can also lead to an artificial increase in the number 
of type I / type II errors. This problem is likely to occur whenever testing hypoth-
eses about spatial patterns with social media datasets. One might be interested 
in assessing spatial heterogeneity by means of local statistics like local Moran’s 
I (Anselin 1995) or Gi

*(Ord and Getis 1995). It is common sense that these 
methods lead to an increase in type I errors due to alpha error inflation (Nelson 
2012). Thus, it is important to control the alpha level accordingly (e.g., through 
techniques such as False-Discovery-Rate (Benjamini & Hochberg 1995)). With 
social media datasets, however, phenomena operating at smaller scales than the 
adjusted analysis scale might be considered by accident; and inadvertently influ-
ence the analysis. This is due to the mixture described above which is leading 
to spatially overlapping representations of different phenomena. The result is an 
increased amount of spurious indications of significant spatial effects.

Another critical implication of the scale-mixture outlined above is a potential 
creation of wrong and misleading relationships across scale levels. Recall that 
observations from smaller scale levels are prone to inherently being included 
in analyses at larger scales due to potential geometric mixture. Effects from 
smaller scales are therefore likely to be propagated towards analyses at larger 
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scales. Due to this effect, some results become impossible, e.g., in scenarios 
where one wants to assess spatial autocorrelation at some large scale that is 
influenced by highly autocorrelated observations from smaller scales. If there 
is spatial autocorrelation present at some small scale (e.g. one “heavy” Twitter 
user recurrently posting from a particular location), it will be carried through 
to all larger scales being observed in the same geographic neighborhood.

Further discussion of these and related problems (including some empirical 
results) can be found in Westerholt et al. (2015) (including a discussion of a 
multi-scale modification of the local G statistic) and Lovelace et al. (2016). The 
presented list of effects is of course not exhaustive. There might be many more 
effects, some of which are still about to be discovered. The subsequent section 
provides some hints and recommendations about how to precede with the spa-
tial analysis of social media data.

Some recommendations

Spatial autocorrelation is the core principle underlying a great deal of spatial 
analysis methodology. Therefore, it is crucial to accurately assess this charac-
teristic in order to design applicable methods, and for drawing reasonable geo-
graphic conclusions. This is not just important for exploratory tests on spatial 
clustering and heterogeneity, but also crucial for model-driven spatial regres-
sion scenarios such as Geographically Weighted Regression (GWR) (Fother-
ingham et al. 2003) and for assessing model misspecification (Cliff and Ord 
1981). Unfortunately, in case of social media analysis, the assessment of spatial 
autocorrelation is strongly affected by the problems depicted in the previous 
section. Therefore, one recommendation in terms of future research is to work 
on appropriate adaptations of corresponding measures and techniques in order 
to account for multi-scale (or rather: “mixed-scale”) and multi-categorical 
effects. As long as these are not available, one should carefully parameterize 
respective techniques. Another (aspatial) approach might be to decompose 
social media datasets a priori, probably based on some other characteristic 
such as the Tweets’ semantics. The worst option of all, however, would be to 
neglect the specific spatial characteristics of social media data when conduct-
ing spatial analysis. That would lead to a wrong evaluation of spatial effects; and 
thus to wrong analysis results.

Another recommendation is related to one of the promising opportunities 
that come with social media datasets: their wealth of information. We can 
obtain an array of valuable and potentially interrelated properties from social 
media data. These include temporal, semantic and spatial information. Cor-
respondingly, one should try to analyze all these dimensions simultaneously 
instead of considering them in a separated fashion. This might unveil a much 
deeper understanding of social phenomena that are reflected in such datasets. 
Recent research efforts like, e.g., Steiger et al. (2015) reflect this idea. However, 
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it yet remains a challenge to find measures to incorporate these different kinds 
of information in joint methodology in a reasonable way.

Conclusion and an outlook on future work

We outlined some potential pitfalls when analyzing social media data spatially. 
These are caused by the inherent characteristics of the data, i.e., the way in 
which the data is collected and what such services are used for. Potential prob-
lems include geometric mixtures of differently scaled data; semantic mixtures 
that get blurred in joint attributes derived from the data; and (more generally) 
spurious assessments of spatial correlations and thus pattern in the data.

The previous paragraphs are clearly biased towards the concept of spatial 
autocorrelation. On the one hand this focus is due to the research focus of the 
authors. On the other hand this is due to the central role  which spatial autocor-
relation plays throughout the entire field of spatial analysis. However, there are 
of course other important characteristics and pitfalls that might also influence 
the spatial analysis of social media data. The observations come, for instance, 
with considerable uncertainties with respect to relevant dimensions: The text 
snippets are colloquial and oftentimes difficult to interpret (semantics), the 
time stamp is sometimes not in line with real-world happenings (temporal) and 
the geographic coordinates are prone to positioning inaccuracies (spatial). The 
intensities of all these uncertainties appear to be varying across different users, 
devices, regions, etc. All these uncertainties indeed have impact on the results 
of spatial analysis.

Future methodological research should focus on the specific spatial char-
acteristics of social media data (that are not yet known to a full extent). For 
now, across all disciplines and domains, it is common sense to apply established 
standard methodology to social media data. Relatively little emphasis is put on 
purely methodological research on the background of the special characteris-
tics of these datasets. Thus, there is still plenty of room for improvement. The 
discipline of GIScience could play a vital role in these developments. Beyond 
purely empirical research, the impact of the spatial disciplines has been quite 
small so far. However, given that many research questions around social media 
are distinctive spatial ones, we should put much more emphasis on specialized 
spatial analysis techniques for social media.

Conclusion

On the one hand, social media data offers an array of new perspectives regard-
ing many research questions and applications. On the other hand, however, 
these datasets also come with a set of issues that need to be taken into account, 
in particular when it comes to spatial analysis. GIScience can contribute to the 
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development of new spatial analysis methods for social media data. Current 
major issues from a GIScience perspective include:

• the need of spatial analysis methods to be adapted towards uncertain and 
unstructured data types from LBSN;

• the handling of geographic scale effects when analyzing social media data;
• the need for combining different methods across disciplinary boundaries 

(e.g. social network analysis, semantic analysis, spatiotemporal analysis), in 
order to better utilize all available information dimensions;

• the development of data fusion and information extraction methods that 
take several different data sources simultaneously into account.

This would support exploring latent patterns and sensing geographical pro-
cesses from social media data in a more realistic manner. GIScience could thus 
contribute to answering these important geographic questions and may play a 
major role in the further exploration of social media data.
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