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For simplicity and without loss of generality, we have assumed V ar(st) = V ar(ql,t) in the
main text. The following proofs are for the general case V ar(st) ̸= V ar(ql,t), in which we
define v̄ ≡ V ar(ql,t)/V ar(st). Hence,

ρ̄p
q =

σ2
q

σ2
q + σ2

e

= ϖqv̄

and
ρp

q = ϖ̂qv̄ = Υϖqv̄ < ϖqv̄ = ρ̄p
q .

As before, we assume that firms observe the volatility V ar(st) of the signal and the volatility
of idiosyncratic demand V ar(ql,t).

D Proofs

Proof of Proposition 1 Calculating the expectation error of firms for idiosyncratic output,
using demand equation (A-6), the island-specific demand (A-7), and the price-level equation
(A-13), yields

FEj,l,t = ∆yj,l,t − Ej,l,t∆yj,l,t = γ
n− 1
n

(pt − Ej,l,tpt) + ỹl,t − Ej,l,tỹl,t

= n− 1
n

[
(γ − 1)k̄3 + δh

x(1 + k̄3)
]

(εt − Ej,l,tεt) + qt − Ej,l,tqt +
∑

m∈Bl,t

q̄k,t

n

≡ Λ (εt − Ej,l,tεt) + qt − Ej,l,tqt +
∑

m∈Bl,t

q̄k,t

n
, (A-16)

where the Euler equations (A-5) of customers of island l is used in the second equation. The
effect Λ of the expectation error regarding aggregate technology innovations εt − Ej,l,tεt on
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the expectation error regarding own output is negative if

γ − 1 > −δh
x

1 + k̄3

k̄3
. (A-17)

Since
−1 + k̄3

k̄3
= (n− 1)(1 − α)(γ − 1)(1 − δp

x)
n− δh

x(1 − α)[(n− 1)δp
x + 1] ,

inequality (A-17) is fulfilled if
1 > δh

x(1 − α),

which is correct, such that Λ < 0. The gap between expected own and aggregate output can
be calculated using (A-6), (A-9), (A-12), and (A-13):

Ej,l,tyj,l,t − Ej,l,tyt = −γn− 1
n

(pj,l,t − Ej,l,tpt) + Ej,l,tỹl,t − Ej,l,tyt

= 1
n

[
−γ(n− 1)k̄3 + δh

x(1 + k̄3) − k̄3
]
Ej,l,tηl,t ≡ K1Ej,l,tηl,t. (A-18)

Aggregating individual Euler equations (A-3) over all individuals, using (A-13), and (A-14)
gives aggregate output as

yt =El,txt + El,tpt − pt − rt + qt = xt−1 +
[
δh

x − k3(1 − δh
x)
]

︸ ︷︷ ︸
>0

εt + qt − α

α + ψ(1 − α)︸ ︷︷ ︸
<0

νt.

Note that, if households have full information (n → ∞), we get δh
x → 1 and yt = xt −

νtα/(α + ψ(1 − α)). The signs indicated above result from 0 < −k3 < 1 (derived above).
Forecast revisions are then given by the change in expectations between before and after
receiving the private and public signals (that is, between stage one and stage two). The last
equation implies

Ej,l,tyt − xt−1 =
[
δh

x − k3(1 − δh
x)
]
Ej,l,tεt + ρp

qst − α

α + ψ(1 − α)νt.

Using this equation together with equation (A-18) in the forecast revision gives

FRj,l,t = Ej,l,t(yj,l,t − yj,l,t−1) − Et(yj,l,t − yj,l,t−1) = Ej,l,tyj,l,t − Ej,l,tyt + Ej,l,tyt − Etyt

= K1Ej,l,tηl,t +
[
δh

x − k3(1 − δh
x)
]
Ej,l,tεt + ρp

qst − α

α + ψ(1 − α)νt.
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Since

Ej,l,tεt = δp
x(εt + ηl,t) Ej,l,tηl,t = (1 − δp

x)(εt + ηl,t) (A-19)

we can write the above as

FRj,l,t = K1(1 − δp
x)(εt + ηl,t) +

[
δh

x − k3(1 − δh
x)
]
δp

x(εt + ηl,t) + ρp
qst − α

α + ψ(1 − α)νt

≡ X1εt +X1ηl,t +Xq
1qt +Xq

1et +Kννt.

with

X1 = K1(1 − δp
x) +

[
δh

x − k3(1 − δh
x)
]
δp

x Xq
1 = ρp

q Kν = − α

α + ψ(1 − α) .

Similarly, making use of (A-19), the forecast error (A-16) can be written as

FEj,l,t = Λ [(1 − δp
x)εt − δp

xηl,t] + (1 − ρp
q)qt − ρp

qet +
∑

m∈Bl,t

q̄k,t

n
. (A-20)

The sign of β of regression (2) can then be determined in two steps. Since both independent
variables, forecast revisions and the signal, are correlated, we first regress forecast revisions
on the signal, yielding the regression coefficient

Coef1 =Cov(FRj,l,t, st)
V ar(st)

=
Xq

1σ
2
q +Xq

1σ
2
e

σ2
q + σ2

e

= Xq
1 .

The residual of this regression can therefore be written as FRj,l,t − Coef1st. The sign of the
coefficient β of regression (2) then depends on the sign of

Cov(FEj,l,t;FRj,l,t − Coef1st) = Cov(FEj,l,t;FRj,l,t) − Coef1Cov(FEj,l,t, st)

= (Xq
1 − Coef1)︸ ︷︷ ︸

=0

Rq
e + ΛX1︸ ︷︷ ︸

<0

Rη︸︷︷︸
>0

< 0,

with

Rq
e = (1 − ρp

q)σ2
q − ρp

qσ
2
e,q Rη = (1 − δp

x)σ2
ε − δp

xσ
2
η.

The signs obtain from Λ < 0 and

K1 = 1
n

[
−γ(n− 1)k̄3 + δh

x(1 + k̄3) − k̄3
]
> 0 X1 = K1(1 − δp

x) +
[
δh

x − k3(1 − δh
x)
]
δp

x > 0,
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as well as

Rη > 0 if
σ̂2

η

σ̂2
ε

>
σ2

η

σ2
ε

,

that is

Rη > 0 if 1 − Υϖa

Υϖa

>
1 −ϖa

ϖa

,

which results from the assumption of island illusion, Υ < 1. Hence, β < 0.

The sign of the coefficient δ of regression (2) can equivalently derived by first regressing the
forecast revision on the signal, which gives the coefficient

Coef2 =Cov(FRj,l,t, st)
V ar(FRj,l,t)

=
Xq

1σ
2
q +Xq

1σ
2
e

X2
1σ

2
ε +X2

1σ
2
η + (Xq

1)2σ2
q + (Xq

1)2σ2
e + (Kν)2σ2

ν

,

which is positive since Xq
1 > 0. The sign of δ in regression (2) then depends on the sign of

Cov(FEj,l,t; st − Coef2(FRj,l,t)) = Cov(FEj,l,t; sq
t ) − Coef2Cov(FEj,l,t, FRj,l,t)

= (1 − Coef2X
q
1)︸ ︷︷ ︸

>0

Rq
e︸︷︷︸

>0

−Coef2︸ ︷︷ ︸
<0

ΛX1︸ ︷︷ ︸
<0

Rη.

The signs obtain because

1 − Coef2X
q
1 =

X2
1σ

2
ε +X2

1σ
2
η + (Kν)2σ2

ν

X2
1σ

2
ε +X2

1σ
2
η + (Xq

1)2σ2
q + (Xq

1)2σ2
e + (Kν)2σ2

ν

,

which is positive but smaller than unity, and

Rq
e > 0 if σ̂2

e

σ̂2
q

>
σ2

e

σ2
q

,

that is

Rq
e > 0 if 1/v̄ − Υϖq

Υϖq

>
1/v̄ −ϖq

ϖq

,

which results from the assumption of island illusion. Hence, δ > 0. ■
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Proof of Proposition 2
A higher degree of island illusion (a lower Υ) implies...

a) A stronger overreaction to micro news (a lower β) and simultaneously a larger underreac-
tion to the public signal (a larger δ).

The coefficient β of regression (2) is, where results from the proof of Proposition 1 are inserted
in the first line

β = Cov(FEj,l,t;FRj,l,t − Coef1st)
V ar(FRj,l,t − Coef1st)

= (
=0︷ ︸︸ ︷

(Xq
1 − Coef1)Rq

e + ΛX1Rη)
V ar(X1εt +X1ηl,t +Xq

1qt +Xq
1et +Kννt −Xq

1st)

= Λ[σ2
ε − δp

xσ
2
a]

X1σ2
a + (Kν)2σ2

ν/X1
.

First note that the derivative of X1 with respect to δp
x equals

∂X1

∂δp
x

= ∂K1

∂δp
x

(1 − δp
x) −K1 + δh

x − k3(1 − δh
x) − (1 − δh

x)δp
x

∂k̄3

∂δp
x
.

Since

∂K1

∂δp
x

= 1
n

[
−γ(n− 1) + δh

x − 1
] ∂k̄3

∂δp
x

we have

∂X1

∂δp
x

= −K1 + δh
x − k3(1 − δh

x) +
{ 1
n

[
−γ(n− 1) + δh

x − 1
]

(1 − δp
x) − (1 − δh

x)δp
x

}
∂k̄3

∂δp
x

=k̄3

[ 1
n
γ(n− 1) + 1

n
− (1 − δh

x)
]

+ δh
x

[
1 − 1

n
(1 + k̄3)

]
+{ 1

n

[
−γ(n− 1)(1 − δp

x) + δh
x − 1

]
+ δp

x

1
n

− δp
x

[ 1
n
δh

x + 1 − δh
x

]}
∂k̄3

∂δp
x

=Λ + n− 1
n

[
−γ(1 − δp

x) + δp
x(δh

x − 1) + (δh
x − 1)/(n− 1)

] ∂k̄3

∂δp
x
.

Because

∂k̄3

∂δp
x

= δh
x

Φ − δh
xΨ

∂Ψ
∂δp

x
+ n/Σ − δh

xΨ
(Φ − δh

xΨ)2

(
∂Φ
∂δp

x
− δh

x

∂Ψ
∂δp

x

)
=
[
δh

x + k3
(
(γ − 1) + δh

x

)] (n− 1)(1 − α)
Σ(Φ − δh

xΨ)

= nΛ 1 − α

Σ(Φ − δh
xΨ)
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with

Σ(Φ − δh
xΨ) = (n− 1)(1 − α)

[
(γ − 1)(1 − δp

x) − δp
xδ

h
x

]
+ n− δh

x(1 − α),

such that

∂k̄3

∂δp
x

= Λ
[−1 + γ(1 − δp

x) + (1 − δh
x)δp

x](n− 1)/n+ 1/(1 − α) − δh
x/n

< 0,

we can also write

∂X1

∂δp
x

= Λ nα/(1 − α)
(n− 1)[γ(1 − δp

x) + (1 − δh
x)δp

x] + nα/(1 − α) + 1 − δh
x

≡ ΛK4 < 0,

with K4 > 0. The derivative of β with respect to δp
x is then positive if

∂Λ
∂δp

x
Rη − Λσ2

a > ΛRη
(σ2

a −K2
νσ

2
ν/X

2
1 )

X1σ2
a + (Kν)2σ2

ν/X1

∂X1

∂δp
x

X1

K4

K5Rη − σ2
a

ΛRη

>
σ2

a −K2
νσ

2
ν/X

2
1

σ2
a + (Kν)2σ2

ν/X
2
1
< 1,

with
K5 = n− 1

n

γ − 1 + δh
x

Λ
∂k̄3

∂δp
x
.

The above is fulfilled if

−σ2
a <

(
K4

X1
Λ −K5

)
Rη

or − 1 <
(
K4

X1
Λ −K5

)
(ϖa − δp

x) . (A-21)

Since

K4

X1
Λ −K5 =

α
1−α

Λ
X1

− n−1
n

(γ − 1 + δp
x)

[−1 + γ(1 − δp
x) + (1 − δh

x)δp
x](n− 1)/n+ 1/(1 − α) − δh

x/n

inequality (A-21) can be written as

1−γ(1−δp
x)−(1−δh

x)δp
x](n−1)/n−1/(1−α)+δh

x/n <

[
α

1 − α

Λ
X1

− n− 1
n

(γ − 1 + δp
x)
]

(ϖa − δp
x)

or
(ϖa − 1)(γ − 1)n− 1

n
+ δp

x

n
[ϖa(n− 1) + 1] − 1 < α

1 − α

[
(ϖa − δp

x) Λ
X1

+ 1
]
.
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We start with the left-hand side, which can be expressed as

(ϖa − 1)(γ − 1 + δp
x)n− 1

n
+ δP

x − 1 < 0,

where the inequality follows from ϖa, δ
P
x < 1. The right-hand side is positive if

(ϖa − δp
x) Λ
X1

+ 1 > 0. (A-22)

Substituting X1 and then Λ yields

γ
k3

Λ >
1

n− 1 +ϖa

γ >
n− 1
n

[
(γ − 1) + δh

x

(
1 + 1

k3

)]( 1
n− 1 +ϖa

)

γ (1 −ϖa)︸ ︷︷ ︸
>0

>

[
δh

x − 1 + δh
x

k3

]
︸ ︷︷ ︸

<0

( 1
n− 1 +ϖa

)
︸ ︷︷ ︸

>0

,

such that inequality (A-21) is fulfilled and hence

∂β

∂Υ = ∂β

∂δp
x︸︷︷︸

>0

∂δp
x

∂Υ︸︷︷︸
>0

> 0,

demonstrating that a larger degree of ‘island illusion’ (a lower Υ) leads to a stronger overre-
action to micro news (a lower β).

Concerning the effect of Υ on δ,

δ = (1 − Coef2X
q
1)Rq

e−Coef2ΛX1Rη

V ar(st − Coef2(FRj,l,t))

β = ΛX1Rη

V ar(X1εt +X1ηl,t +Xq
1qt +Xq

1et +Kννt −Xq
1st)

≡ ΛX1Rη

Vβ

,

such that, also substituting Xq
1 ,

δ =
(1 − Coef2ρ

p
q)Rq

e−Coef2βVβ

V ar(st − Coef2FRj,l,t)
.
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Since

Rq
e = (1−ρp

q)σ2
q−ρp

qσ
2
e,q = (1−Υϖqv̄)ϖqv̄V ar(st)−Υϖqv̄(1−ϖqv̄)V ar(st) = (1−Υ)ϖqv̄V ar(st).

and, see the proof of Proposition 1,

Coef2 =Cov(FRj,l,t, st)
V ar(FRj,l,t)

=
Xq

1σ
2
q +Xq

1σ
2
e

X2
1σ

2
ε +X2

1σ
2
η + (Xq

1)2σ2
q + (Xq

1)2σ2
e + (Kν)2σ2

ν

,

such that

V ar(st − Coef2FRj,l,t) = (1 − Coef2)2V ar(st) + Coef 2
2Vβ = V ar(st)

Vβ

V ar(FRj,l,t)
,

as well as

1 − Coef2ρ
p
q = X2

1σ
2
a + (Kν)2σ2

ν

V ar(FRj,l,t)
= Vβ

V ar(FRj,l,t)

we obtain

δ =
Vβ

V ar(F Rj,l,t)(1 − Υ)ϖqv̄V ar(st) − ρp
qV ar(st)

V ar(F Rj,l,t)βVβ

V ar(st) Vβ

V ar(F Rj,l,t)

= ϖqv̄ [1 − Υ(1 + β)] .

The derivative of δ w.r.t. Υ is therefore

∂δ

∂Υ = −ϖqv̄

(
1 + β + Υ ∂β

∂Υ

)
,

where ∂β
∂Υ > 0 was derived above. Regarding the size of β, note that

β = ΛX1σ
2
aϖa(1 − Υ)

X2
1σ

2
a + (Kν)2σ2

ν

> −1

X1σ
2
a [X1 + Λϖa(1 − Υ)] > −(Kν)2σ2

ν .

Since we have shown that inequality (A-22) holds, we also know that X1 + Λϖa(1 − Υ) > 0,
such that β > −1 and

∂δ

∂Υ < 0.

Hence, a higher degree of island illusion (a lower Υ) leads to a larger underreation to macro
news (a higher δ). ■
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(b) Lower expected profits
As usual, the firm’s maximization problem states that profits are maximized if the price is a
fixed markup over marginal costs. In linearized form

pj,l,t = mct,

where mct are marginal costs, given by

mcj,l,t = wt − al,t + 1 − α

α
(yj,l,t − al,t)

= wt + 1 − α

α
yj,l,t − 1

α
al,t.

Since the wage wt and technology al,t are known at the time when prices are set (and
independent of Υ), we have

mcj,l,t − Ej,l,tmcj,l,t = 1 − α

α
(yj,l,t − Ej,l,tyj,l,t) = 1 − α

α
FEj,l,t.

The forecast error FEj,l,t is given by equation (A-20). Its expected value is zero and its
variance is minimal at Υ = 1, see below. Hence, expected profits are also at their maximum
at Υ = 1. Furthermore, given that the profit function (at the point of approximation) is
concave in Pj,l,t, the larger the distance to the optimal price, the lower realized profits. ■

(c) A larger variance of the firm-specific forecast error
The forecast error FEj,l,t is given by equation (A-20). Its variance results as

V ar(FEj,l,t) =

Λ2σ2
a

[
(1 − δp

x)2ϖa + (δp
x)2(1 −ϖa)

]
+V ar(st)

[
(1 − ρp

q)2ϖqv̄+(ρp
q)2(1 −ϖqv̄)

]
+

∑
m∈Bl,t

q̄k,t

n

= Λ2σ2
aϖa

[
(1 − Υ)2ϖa + 1 −ϖa

]
+ V ar(st)ϖqv̄

[
(1 − Υ)2ϖqv̄ + 1 −ϖqv̄

]
+

∑
m∈Bl,t

q̄k,t

n
,

(A-23)

such that
∂V ar(FEj,l,t)

∂Υ = −2(1 − Υ)
[
Λ2σ2

aϖ
2
a + V ar(st)(ϖqv̄)2

]
.

Hence, V ar(FEj,l,t) is minimal at Υ = 1 and rises as |1 − Υ| increases. ■
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Proof of Proposition 3
As shown in the proof of Proposition 2 a), δ can be written as

δ = ϖqv̄ [1 − Υ(1 + β)] ,

such that
∂δ

∂ϖ
= v̄ [1 − Υ(1 + β)] > 0,

where we have used the result β > −1 from the same proof. That is, a higher attachment to
the business cycle (a higher ϖ) leads to a larger underreaction to macro news (a larger δ). ■
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